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Simulations on Cauchy
Suppose X = (X1, . . . , Xn) is an i.i.d. sample from the shifted Cauchy distribution with density

f(x | θ) = 1
π (1 + (x− θ)2) , x ∈ R

Our goal is to compare the following 4 estimators of the parameter θ.
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where ` is the log-likelihood function.

• Maximum likelihood estimator (MLE) θ̂(4)
n defined by
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where ` is the log-likelihood function.

1. Derive the likelihood function and log-likelihood function.
2. Simulate data from Cauchy distribution with location 5, and scale 1.
3. Choose your number of simulations.
4. Verify consistency of the estimators.
5. Calculate the mean square error of the estimators.
6. Calculate the coverage probability of the estimators. Calculate Pθ

(∣∣∣θ̂n − θ∣∣∣ ≤ ε), for ε = 0.1, and
θ = 5.
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