Exercise 6: Statistical inference (I11)
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Part 1: Wald, Score, and likelihood ratio test statistics

Write out the likelihood function, and derive the test statistics of the Wald, Score, and likelihood ratio test.
ii.d.
LX; "~ f(z]0)

f(z | 0) = 0exp(—z0){z > 0}

2. X; " f(z)0)

f(@]6) =02~V {z > ¢} (Pareto distribution)

where c is a known constant and 6 is unknown.
Solution
1. The log-likelihood function is -
1(9) =n (logb — 6X,,)

which yields
I'@0)=n (; - Xn) and 1" (0) = —72

The MLE @, is obtained by setting I'(8) = 0,

and the Fisher information can be obtained by

1(0) =072
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Rn =0 s Xn = =
0\/5 (90 ) HOXn
A,=n {X'n (X'n — 90) — log (00)@1)}

It follows that,




2. If let S, = >, log (2;), the log-likelihood function is
1(0) =n(logf + 0logc) — (0 +1)S,

which yields,

1 n
l/(9) =N <9 + logc) - Sn, l”(@) = 79?
The MLE can be obtained as R n
0, = ——-——
S, —nlogc
and Fisher information as
I(0) =672

Thus, the three test statistics are

o ()

b \ S, —nloge B

R, = v/nby ((91 —i—logc) — Sn>
o

~

A, =n <loggz + (én - 90) log c) - (§n - 90) S,

Part 2: Test equivalence

Let 6 be a scalar parameter and suppose we test
Hy:0=09 versus Hj:0#0q.

Let W be the Wald test statistic and let A be the likelihood ratio test statistic. Show that these tests are
equivalent in the sense that
W2 p
— 1

as n — oo. Hint: Use a Taylor expansion of the log-likelihood ¢(#) to show that
A~ (ﬁ (57 0 ))2 Ly
0 n

Solution

Throughout this proof, it is assumed that the density f(z;6) appearing in the likelihood is sufficiently regular.
A Taylor expansion reveals

0(60) = £(0) + (é - 90) 7(0) + % (é - 90)2 @)+ 0 <(9 - 00)3) .

Note, in particular, that €’(é) = 0 since 0 is an MLE. Therefore,

vz (£ ) - (0 0) o (0 0)')

Moreover,



It follows that Lo
A n= " () 5
—=——>—+0(0-10
W2 —1(0) + ( 0)

Under the null hypothesis, 0 £ 6. Therefore, by two applications of Slutsky theorem, 1/I(6) — 1/I (6,)

where
d%log f (X; 90)}

I(6) = Eg, { 962

Since log f (X,:6)
1" o 0og ns
- 3 Pt

by the weak law of large numbers, n~1¢" (é) 21 (6p) under the null hypothesis. The result now follows by

Slutsky theorem.

Part 3: Omics

The p-value is uniformly distributed when the null hypothesis is true.

Let T denote the random variable with cumulative distribution function F(t) = Pr(T < t) for all ¢. Assuming
that F is invertible we can derive distribution of the random p-value P = F(T) as follows:

Pr(P < p)=Pr(F(T) <p)=Pr(T < F'(p)) = F (F'(p)) =p,

from which we can conclude that the distribution of P is uniform on [0, 1].
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