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Introduction to Set Theory

® \We define a set to be a collection of mathematical objects.

® |f S is a set and x is one of the objects in the set, we say x is an element of S and
denote it by x € S.

® The set of no elements is called empty set and is denoted by 0.
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Definition (Subsets, Union, Intersection)

Let S, T be sets.

We say that S is a subset of T, denoted S C T, if s€ S impliess € T.
Wesaythat S=T ifSCTand T CS.

We define the union of S and T, denoted S U T, as all the elements that are in

either S or T.

We define the intersection of S and T, denoted SN T, as all the elements that

are in both S and T.
We say that S and T are disjoint if SN T = ().

&
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Some examples

Let a, b € R such that a < b.

Open interval: (a,b) :={x € R:a < x < b} (a, b may be —o0 or +0)
Closed interval: [a, b] ;== {x e R:a < x < b}

We can also define half-open intervals.
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Let A= {x € N:3|x} and B = {x € N : 6|x}, Show that B C A. I

Proof. & ¥eB. Then GClw S0 \93 o i AVEE
s Yoy w= b%.
Then % =73+3% w0 31y \ovb dafaidion .

Twas wefr.
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Difference of sets

Definition

Let A, B C X. We define the set-theoretic difference of A and B, denoted A\ B
(sometimes A — B) as the elements of X that are in A but not in B.

The complement of a set A C X is the set A := X \ A. m
RIASLTE

Let X C R be defined as X = {x € R: 0 < x < 40} = (0,40]. Then

X°= TxeR: %D o X>Uc07g= (;oojﬂ L @0,003
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Recall that for sets S, T

® the union of S and T, denoted SU T, is all the elements that are in either S and
T

® and the intersection of S and T, denoted SN T, is all the elements that are in
both S and T.

We extend the definition of union and intersection to an arbitrary family of sets as
follows:

Definition
Let S,, a € A, be a family of sets. A is called the index set. We define
s S

U So := {x : Ja such that x € 5, },
a€A

ﬂS ={x:x €S8, forall o € A}.

acA
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Theorem (De Morgan's Laws)

Let {Sa}aca be an arbitrary collection of sets. Then

(Us) ﬂsc and <ﬂ5a> =J s
a€EA acA a€EA a€A

N
Proof. ®

Lel\‘ Xe@ﬂgdsc —“\‘\$ S v e '\"Q canch ov\\-«,h\‘Q'
K€D S = veS, Gdeh

36 A

— N 5
= X%&%A A
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Since a set is itself a mathematical object, a set can itself contain sets.

Definition
The power set P(S) of a set S is the set of all subsets of S.

Let S ={a, b, c}.
Then P(S) = %5‘5 TR N S A RS AN %G\\:\C??

~ A D
C,X glf\ =S
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Another way of building a new set from two old ones is the Cartesian product of two
sets.

Definition

Let S, T be sets. The Cartesian product S x T is defined as the set of tuples with
elements from S, T, i.e

SxT={(s,t): s€S and te T}.

This can also be extended inductively to a finite family of sets.
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Ordered set
CTRES)
Definition
A relation R on a set X is a subset of X x X. A relation < is called a partial order on
X if it satisfies —

@ reflexivity: X £ X% \}X&X
transitivity:
(2] y /)Ql"(\\"teX )\;\(_,_u} YT = X &L
© anti-symmetry: .lea e)& N ,,’,_?] OMA\ L/de,_\l\ w\,\()\'\t,x \ —:6,‘
The pair (X, <) is called a partially ordered set.

A chain or totally ordered set C C X is a subset with the property x < y or y < x for
any x,y € C.
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The real numbers with the usual ordering, (R, <) are totally ordered.

The power set of a set X with the ordering given by C, (P(X),C) is a partially
ordered set.
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Let X = {a, b,c,d}. What is P(X)? Find a chain in P(X).

(V]
P(X) = {0,{a}, {b}, {c}, {d},{a b}, {b,c}, {c,d}, {b,d},{a,c},{a,d},{a, b, c},
{b,c,d},{a,b,d},{a,c,d}, X}

C/ = %.(P ) %—OL?S )%*Q(\Dlssi_o\b\&){%
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Consider the set C([0,1],R) := {f : [0,1] — R : f is continuous}.

For two functions f, g € C([0,1],R), we define the ordering as f < g if f(x) < g(x)
for x € [0,1]. Then (C([0,1],R), <) is a partially ordered set.

Can you think of a chain that is a subset of (C([0, 1], R)?

C7 e Xe( i\ e
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Definition

A non-empty partially ordered set (X, <) is well-ordered if every non-empty subset
A C X has a mimimum element.

Example:

(N, <)is.. well- o doeedh
(R, <) is... YTD"Y Uvé)«\‘(ﬂw
\
50,0)
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c

LK\Z \ "3
Definition

Let (X, <) be a partially ordered set and S C X.

Then x € X is an upper bound for S if for all s € S we have s < x.
Similarly, y € X is a lower bound for S if for all s € S, y <s.

If there exists an upper bound for S, we call S bounded above and if there exists a
lower bound for S, we call S bounded below. If S is bounded above and bounded
below, we say S is bounded.
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We can also ask if there exists a least upper bound or a greatest lower bound.
Definition
Let (X, <) be a partially ordered set and S C X.

We call x € X least upper bound or supremum, denoted x = sup S, if x is an upper
bound and for any other upper bound y € X of S we have x < y.

Likewise, x € X is the greatest lower bound or infimum for S, denoted x = inf S, if it
is a lower bound and for any other lower bound y € X, y < x.

Note that the supremum and infimum of a bounded set do not necessarily need to exist.
However, if they do exists they are unique, which justifies the article the (exercise).
Nevertheless,ave a remarkable property, which we will take as an axiom.

&
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Completeness Axiom

Let S C R be bounded above. Then there exists r € R such that r =sup S, i.e. S has
a least upper bound.

By setting S’ = —S :={—s : s € S} and noting inf S = —sup S’, we obtain a similar
statement for infima if S is bounded below. As mentioned above, this property is fairly
special, for example it fails for the rationals.

Let S={q€Q: x?><7}. Then S is bounded above in Q, but there exists no least
upper bound in Q.
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There is a nice alternative characterization for suprema in the real numbers. AR

Proposition

Let S C R be bounded above. Then r = sup S if and only if r is an upper bound and
for all € > 0 there exists an s € S such that r — e < s.

Proof. (=) We. prove. e, Wa?og\lr\m_

S‘k\?(bﬁa, ¢ s etther 0O an WPt Yound ©F e O
such ot k}gégi =9 .
T1L ¢ (s ABY on \“{W‘M ook fos
I e sesnd case | r-¢ s an wPPeR Voo wndh Tor
N SWco >0, °-¢ «C , SO \r¢%w\ag\
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Ru corrtadicien -
Proof. (<) vag“??o%e - 1S on wpeped vound foe S o

U0 B3eS sudn ek £, bab TS

= ¢ > %u?S = ®é> O
%va assunphvn (use £=c-supS) , A SES sudn-Sran

Z
Using the same trick, we may obtain a similar result for infima. ¢ — & S S g
S eSS,

= sw

Consider S ={1/n :

n€ N} ThensupS =1andinfS=0.

\
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Functions

Definition

A function f from a set X to a set Y is a subset of X x Y with the properties:
@ For every x € X, there exists a y € Y such that (x,y) € f
® If (x,y) e fand (x,z) €f, then y =z

X is called the domain of f.

How does this connect to other descriptions of functions you may have seen?

Py =Y M dere Qepef

For a set X, the identity function is:

Ix : X =X, x+—x
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Definition (Image and pre-image)

Let f: X —>Yand AC X and BCY.
—
® The image of f is the set @:: {f(x): x € A}.
® The pre-image of f is the set f~1(B) := {x : f(x) € B}.
~—__

Helpful way to think about it for proofs:

Image: If y € f(A), then y € Y, and there exists an x € A such that y = f(x).
.;/

e ——
Pre-image: If x € f~1(B), then x € X and f(x) € B.
~—
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Q:s;“k

Definition (Surjective, injective and bijective)

Let f : X — Y, where X and Y are sets. Then
e f is injective if x; # xo implies f(x1) # f(x2)
® f is surjective if for every y € Y, there exists an x € X such that y = f(x)

® f is bijective if it is both injective and 5 "PQ

f is injective if

Let f: X = Y, x> x? —ﬁé
f is surjective if X N«i

f is bijective if

(oo o o
f is neither surJeW =L X

N A==
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