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Outline

Today:

® \/ector spaces and subspaces
® |inear independence and bases

® |inear maps, null space, range
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Vector spaces & subspaces J
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— T — Vel Soace-

Definition

We call V' a vector space if the following hold:

(A) Commutativity in addition: u+v =v +u for all u,v € V

(B) Associativity in addition: u+ (v+w) = (u+v) +w for all u,v,w € V

(C) Existence of a neutral element, addition: There exists a vector 0 such that for any
veV,0+v=v

(D) Additive inverse: For every v € V, there exists another vector, which we denote
—v, such that v + (—v) = 0.

(E) Existence of a neutral element, multiplication: For anyv e V, 1 xv=v

(F) Associativity in multiplication: Let a, f € F. For any v € V, (af)v = a(fv)

(G)

(H)

Let a € Fu,v € V. a(u+v) = au+ av.
Let a,f € F,v e V. (a+ f)v = av + pv.
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Elements of the vector space are called vectors.
Most often we will assume F = C or R.

The following are vector spaces:

o RN

e (Cn

¢ C(R;R), continuous functions from R to R

® M, m, matrices of size n X m

e P, (polynomials of degree n, p(x) = ap + aix + ... + anx").

S Statistical Sciences
UNIVERSITY OF TORONTO

July 21, 2023 5/35



For every v € V, Ov = 0.
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For every v € V, we have —v = (—1) x v.

We wank Yo shpwo vV r NS =0
N
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A subset U of V is called a subspace of of V if U is also a vector space (using the
same addition and scalar multiplication as on V).

A subset U of V is a subspace of V if and only if U satisfies the following three
conditions:

e0cU

® Closed under addition: u,v € U impliesu+v € U

© Closed under scalar multiplication: @ € F and u € U implies au € U
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Linear (in)dependence and bases J
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Linear combinations

Definition

A linear combination of vectors vq, ..., v, of vectors in V is a vector of the form

n
a1V1 + ... + apv, = E (e A%
k=1

where ag, ...,an € F.
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Span

Definition
The set of all linear combinations of a list of vectors vy, ...,v, in V is called the span
of vi,...,v,, denoted span{vy,...,v,}. In other words,

span{vi,...,vp} = {aivi + ... + amVvy : 1, ..., € F}

The span of the empty list is defined to be {0}.
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Basis

A system of vectors vi,...,v, is called a basis (for the vector space V ) if any vector

v € V admits a unique representation as a linear combination

n
V=qqiVi+...+apvy, = E V.

k=1
ey
~ &
/ . .
® For F" ¢ =(1,0,...,0), & =(0,1,0,...,0), ..., e, =(0,...,0,1) is a basis
® The monomials 1,x, x2,...,x" form a basis for P,
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Linear independence

A system of vectors vi,...,v, in V is called linearly independent if

n
E Qv = 0
i=1

implies aj =0 forall i =1,...,n.

Otherwise, we call the system linearly dependent.

Linear combinations ayvi + ... + apv, such that a, = 0 for every k are called trivial.
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Spanning set

Definition
A system of vectors vi,...,v, in V is called spanning if any vector in V can be
written as a linear combination of vq,...,v,. In other words,

V = span{vy,...,v,}.

Such a system is also often called generating or complete. The next proposition relates
spanning and linearly independent to a basis.

&
7 Statistical Sciences
& UNIVERSITY OF TORONTO
July 21, 2023 15/35



Proposition
A system of vectors vi,...v, € V is a basis if and only if it is linearly independent and

spanning.
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Proposition

Let vi,...,v, € V be spanning. Then vy,...,v, contains a basis.

Sketch of proof.  TL Na e\l axe \\\/\Qox(l«é w\d‘a?e,vxcﬂ@et
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Definition

An F-vector space V is called finite dimensional if there exists a finite list of vectors
that span it, i.e. there exist n € N and vq,...,v, € V such that

V = span{vi,...,vn}. Otherwise, we call V infinite dimensional.

o F" M «n, P, are examples of finite dimensional vector spaces
® The F-vector space P = {} 7, aix' 1 n€N,a; €F,i=1,...,n} is infinite
dimensional.

oy Suppose. ¥ s Lne &w\!\@!\%\b\’\qa,
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Every finite dimensional vector space has a basis.

This follows from the fact that every spanning set for a vector space contains a basis.

This can also be extended to infinite dimensional vector spaces, i.e. when we do not
assume that there exists a finite spanning set. However, this relies on the Axiom of
Choice and is beyond the scope of this course.
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> (L, Q) , (>0

Proposition
Every linearly independent list of vectors in a finite-dimensional vector space can be

extended to a basis of the vector space.

Proof.
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Dimension

Let vi,...,v, and ug,...,u,, be a basis for V. Then m = n. J

The proof is omitted,. It relies on the fact that the number of elements in linearly
independent systems are always less than or equal to the number of elements in
spanning systems.

Definition
Let V be a finite dimensional F-vector space. The number of elements in a basis of V
is called the dimension of V and is denoted dim(V/).

By the previous definition, the notion of dimension is well-defined.
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Dimension

e dim(F") = N
® dim(Pn) = n +\
e dm{0} = O
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Linear maps
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Linear Maps

(249 = TN
— (_okﬁ\ = o T

Definition
A map from a vector space U to a vector space V is linear if

T(au+ pv) =aT(u)+pT(v) foranyuveV, a,feF

Notation: L£(U, V) is the set of all linear maps from F-vector space U to F-vector
space V
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® 7Zero map

s —
Ou=>v =D

® |dentity map

-
1\}%\) g 1€1 =\

e Differentiation
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Suppose uy, ..., u, is a basis for U and v1,...,v, is a basis for V. Then there exists a
unique linear map T : U — V such that Tu; =v; for j=1,...,n.

Proof in book.

Let S, T € L(U,V) and o € F. L(U, V) is a vector space with addition defined as the
sum S + T and multiplication as the product o T.

The proof follows from properties of linear maps and vector spaces. Note that the
additive identity is the zero map.
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Let T € L(U, V). Then T(0) =0.

Pmﬁfftﬁ’\ = T(5+3) =T ~T(D)
Add - TR o ostlh des
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Null space and range

Definition
Let T : U — V be a linear transformation. We define the following important
subspaces:

o Kernel or null space: null T ={ue€ U: Tu=0}

® Range: range T ={v € V : Ju € U such that v= Tu}

The dimensions of these spaces are often called the following:
® Nullity: nullity(T) = dim(null(T))
® Rank: rank(T) = dim(range(T))
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Proposition

Let T : U — V. The null space of T is a subspace of U and the range of T is a
subspace of V.

Proof.
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Tla\ =y, Tlud=V

3
= ii i ul A \)\ii = T e T )=V ity

Zero map from a vector space U to a vector space V:
® The null space is U

® The range is 6—69’15

Differentiation map from P(R) to P(R):
® The null spaceis (o v\%\*&V\AVS

® The range is ’\?CJ(\{S
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Definition (Injective and surjective)

Let T: U — V. T is injective if Tu = Tv implies u = v and T is surjective if
Yy e VY, we Ysuch that v= Tu, ie. ifrange T = V.

T € L(U,v) is injective if and only if null T = {0}.
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Proof. (=) SuppecL. <« ¢ mjechie. We kaow © Gadl T
Suppose. ZV &l T Then T =D =T(0)
Siviie. T i ‘\wje&\\rﬂ ,\ —D.
SN T = %;625
(<) $w{>\oe%—e, i\ T = %/’573 Les: wE e s b
Tu="Tyv.

—~ O =Tu-"Wv = T A -V

= (U-V)E nu\ T
& = W—uJ =Q = Lu=\J
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Theorem (Rank Nullity Theorem)

Let T : U — V be a linear transformation, where U and V are finite-dimensional
vector spaces. Then

rank T 4 nullity T = dim U.
o\zm@ambﬂ\ e Qo[ w ) T = i U

Proof in the lecture notes (pg. 35).
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