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Outline

Today:

® \/ector spaces and subspaces
® Linear independence and bases

® Linear maps, null space, range
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Vector spaces & subspaces
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Definition

We call V a vector space if the following hold:

(A) Commutativity in addition: u +v = v + u for all u,v € V

(B) Associativity in addition: u+ (v +w) = (u+v) + w for all u,v,w € V

(C) Existence of a neutral element, addition: There exists a vector 0 such that for any
veV 0+v=uyv

(D) Additive inverse: For every v € V, there exists another vector, which we denote
—v, such that v+ (—v) = 0.¢ 44 fhy port e are vol quwee (A k= -V~

cff
E) Existence of a neutral element, multiplication: For anyve V, 1 X v=v

)
F)
)
)

Associativity in multiplication: Let «, 5 € F. For any v € V, (af)v = a(fv)

G
H

Let o € F,u,v e V. a(u+v) = au + av.
Let o,f € F,ve V. (a+ f)v=av+ fv.

(
(
(
(

E = Frelof R o C
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Elements of the vector space are called vectors.
Most often we will assume F = C or R.

Example

The following are vector spaces:
e RN
e (Cn
C(R;R), continuous functions from R to R

M« m, matrices of size n x m

P, (polynomials of degree n, p(x) = ap + aix+ ...+ apx").
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For every v € V, Ov = 0.

sy U’Q/ Oar = (046) % = poart 0o~

B, (), fire cenfs  addifre wweseof  0- W.

So, 0= 0w+ (— o) = (-1~ + O-’!/‘)—E C/O-fw}

b 4) ———— = 0wt [owarer))
) = 0w+ O O
b, Cc) = -
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For every v € V, we have —v = (—1) x v.

W-L \Ar‘-* -63 f]r\lfl/n/ /N~

+
B, ),
Th-s

) =0 C(duct definitew oF -n)
w oz v

vt ) mz o [t ()

(4 (A )ean b 1)

= O v

= O
@
3 Statistical Sciences

@ UNIVERSITY OF TORONTO

0J

4

. previows [ewmwn
b, p s | /

July 18, 2024 7/1



e wche spece

Definition
A subset U of\ V]is called a subspace of of Vif U is also a vector space (using the
same addition and scalar multiplication as on V).

A subset U of Vis a subspace of Vif and only if U satisfies the following three
conditions:

0e0cU

® Closed under addition: u,v € U impliesu+v € U

© Closed under scalar multiplication: a € F and u € U implies au € U
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Linear (in)dependence and bases J
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Linear combinations

A linear combination of vectors v1, ..., v, of vectors in V'is a vector of the form

n
a1Vl + ... + apvy, = E OV
k=1

where a1, ..., an, € F.
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Span

Definition
The set of all linear combinations of a list of vectors v1,...,v, in Vs called the span
of vi,...,v,, denoted span{vy,...,v,}. In other words,
Ly o 0
span{vy,...,.vp} = {aqvi + ... + amVy @ g, ..., € F}

The span of the empty list is defined to be {0}.
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Basis

A system of vectors vy, ..., v, is called a basis (for the vector space V') if any vector
v € V admits a unique representation as a linear combination
A

n
V=1V + ...+ apVy = Zakvk‘ & <fl/\\/~ - /W?
k=1

e 6
. Fo@, e1 = (1,0,...,0), & = (0,1,0,...,0), ..., e = (0,...,0,1) is a basis

e The monomials 1, x,x,...,x" form a basis for@

()olru.mr:.lg o5 0‘<7we <.,
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Linear independence LI g M o (mewdy dspeinft,

=0
2 0 i ﬂ(s'\/\l\ -
oo %0 rif ¥ _ < A-We
daVe. = — %A

Definition
A system of vectors vi,...,v, in Vs called linearly independent if Lo Yy *(ifi 28
n T
Zaiv,' =0 Vo v3 o [ oo,
=1 of the vesflof
ws
implies ;=0 for all i=1,...,n. '
Otherwise, we call the system linearly dependent.

Linear combinations ajvy + ... + a,v, such that o, = 0 for every k are called trivial.
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Spanning set

Definition
A system of vectors v1,...,v, in Vs called spanning if any vector in V can be written
as a linear combination of vy,...,v,. In other words,

V = span{vy, ... ,v,,}.( = vy, T /’1/\47>

Such a system is also often called generating or complete. The next proposition relates
spanning and linearly independent to a basis.
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Proposition
A system of vectors vy, ...
spanning.

v, € Vs a basis if and only if it is linearly independent and

Proof. (=)

oo s s by of V-
Ny sefinrbe Vi dve VW2

go»mwSz, g_{ d¢ e = O g foo yw.pﬁjo»{"J“’“ﬁ o 0
ik et Z 0% = 0
B y (V8 leai putrhess of fhe r'l,pe,(’“‘“""‘/ e st Liow A=

Thes v VS arc Lh-«-wb M<MT

r
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Proposition

Let vi,...,v, € V be spanning. Then vy,..., v, contains a basis.

Sketch of proof.
Pufie Bz (S
T an e v, fhere  Pguore
£ an, & LA, P Lt E, =< 2(4/\}'1/\1;’

Rept 10 operatio  wdil W ek e ban Ey

I

'L\ VL«. 4.\,.,/1/ w LL'LVL~ E“l’ 5()Q_ub|.> '\/
A mcfv /V\t,zﬁ' Iy E:s( 2322 (u«_..,k ,\AJVV,‘/;{L//
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Definition
An F-vector space Vis called finite dimensional if there exists a finite list of vectors
that span it, i.e. there exist n € N and vy, ...,v, € Vsuch that V= span{vy,...,v,}.

Otherwise, we call V infinite dimensional. )

o F" M,,«n P, are examples of finite dimensional vector spaces
® The F-vector space P={>"7, aixX': neN,o; € F,i=1,...,n} is infinite
dimensional. ;

Dtuﬂw'? M«zﬁ rev fo ‘h
G ;/‘7‘*{’\(;;4-'7 Cuw} <.
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Every finite dimensional vector space has a basis.

This follows from the fact that every spanning set for a vector space contains a basis.

This can also be extended to infinite dimensional vector spaces, i.e. when we do not
assume that there exists a finite spanning set. However, this relies on the Axiom of
Choice and is beyond the scope of this course.
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Proposition

Every linearly independent list of vectors in a finite-dimensional vector space can be
extended to a basis of the vector space.

PrOOf. Lu“' V-l(”') LAW h—(_ (lhwl’-] Mo(“’-penotg', np-r,acbyjl
Su'[’ Ea - g(L,/ ) (A.,L/%_
S S S S

s o & LB fhe e By
Ly N € CED, Ha N &B e ohab & V2 &E2
onfrmne F pou focd He foret Ve st Ve & LE7
oof (N e E
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Dimension

Let vi,...,v, and uq,...,u,, be a basis for V. Then m = n. J

The proof is omitted,. It relies on the fact that the number of elements in linearly
independent systems are always less than or equal to the number of elements in
spanning systems.

Definition

Let V be a finite dimensional F-vector space. The number of elements in a basis of V
is called the dimension of V and is denoted dim(V).

By the previous definitien, the notion of dimension is well-defined.
pvoposthe
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Dimension

o dim(F") =

e dim(P,) = |
e dm{0}= 0
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Linear maps

L5 Statistical Sciences
¥ UNIVERSITY OF TORONTO

July 18, 2024 24/1



Linear Maps

Definition

A map from a vector space U to a vector space V is linear if

A

T(au+ pv) = aT(u)+ ST(v) foranyu,veV, a,f€F

Notation: L(U, V) is the set of all linear maps from F-vector space U to F-vector space

V AN —
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® 7ero map

OLL/\/I\/ L‘7 0@8)”’0

® |dentity map

14 V-V TAlw) = o~

* Differentiation [P ) = [P(l@)
a2
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Suppose uy, ..., u, is a basis for U and v1, . ..,v, is a basis for V. Then there exists a
unique linear map T : U — V such that Tu; =v; for j=1,...,n.

Proof in book.

Let S, Te L(U,V) and a € F. L(U, V) is a vector space with addition defined as the
sum S+ T and multiplication as the product o T.

The proof follows from properties of linear maps and vector spaces. Note that the
additive identity is the zero map.
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Let T€ L(U,V). Then T(0) =0. £ 0 & o

Proof.

TGo)= T(lLo<to)
= |- Tw) + |- T(s)

-~ T)+ T0O)
o, o)+

\e
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Null space and range

Definition
Let T: U— V be a linear transformation. We define the following important
subspaces: kor T

® Kernel or null space: nullw
® Range: range T={v € V:3Ju € U such that v= Tu} = L)

The dimensions of these spaces are often called the following:
o Nullity: nullity(T) = dim(null(T)) = dea(ew )
® Rank: rank(T) = dim(range(T)) - J., @(f})
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Proposition
Let T: U — V. The null space of T is a subspace of U and the range of T is a
subspace of V.

Proof. (i) the null space of T is a subspace of U

,C«.v he

1) 0 ek o5 bk proed.

2 Lt w, e kel
Um0 = Tw=0
fhe T Lwr) = Tt T =
Ths  Wta~ € kol
1) A d e A el
% Sl scienes Tha  T(dan)e & T = d-0 =0 Ty Aneles T
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(i) the range of T is a subspace of V

) 0 €Tl o abesh prod

L) f/{' Al (1/7, e 1T,
|

VAT Vo = TU&\/( (MP_ =

(s 1V € T, T

5) (A el AG.
2 wnecU ¢ f. TV\: WY

‘E
ttttttttttttttttt
UN!VERS!TY OF TORONTO
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Zero map from a vector space U to a vector space V-
® The null space is U

® The range is {OS

Differentiation map from P(R) to P(R):
® The null space is Cony bts

® The range is P U@-)
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T P reovels
9 uxw ol Tut T

Definition (Injective and surjective)

Let T: U— V. Tis injective if Tu = Tv implies u = v and T is surjective if
VeV, Ju e Usuch thatv = Tu, ie. ifrangeT=V.

T € L(U,v) is injective if and only if null T = {0}.
a1
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Proof. (=) fu.m)au, T o5 ajeehive,

Than tlu-an) =0, Thet vess u-n ekl

(/fgvfwf-v ;e afsuwnd ko 17 {OZ

-CLLV{/J'O"\_ U—n <=0 e u:%
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Theorem (Rank Nullity Theorem)

Let T: U— V be a linear transformation, where U and V are finite-dimensional vector
spaces. Then

rank T+ nullity T = dim U.
Adn(3T) + din (bet) = da U

Proof in the lecture notes (pg. 35).
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