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Outline

® Adjoints, unitaries and orthogonal matrices

® Orthogonal decomposition

® Spectral theory
® Eigenvalues and eigenvectors

® Algebraic and geometric multiplicity of eigenvalues

® Matrix diagonalization
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Recall

Let V be an F-vector space. A function (-,-): V x V — F is called inner product on V
if the following holds:

@ (Conjugate) symmetry: (x,y) = (y,x) for all x,y € V, where 3 denotes the
complex conjugate for a € C

@® Linearity in the first argument: (ax + Ay, z) = a(x,z) + B(y,z) for all x,y,z € V
and o, 8 € F

© Positive definiteness: (x,x) > 0 and (x,x) = 0 if and only if x =10

A vector space equipped with an inner product is called an inner product space.
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Recall

® Standard inner product on R™ (x,y) = >_7; xiy; for x,y € R"

e Standard inner product on C™: (x,y) = >_7 ; xjy; for x,y € C"

® On the space of polynomials P,(R): (p, q) = f_ll p(x)g(x)dx for p, g € P,(R)

Let V be an inner product space. Then

[ )| < V%, x)V/ (Y, y)

for all x,y € V.
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Proposition

Let V be an inner product space. Then (-,-) induces a norm on V via ||x|| =
for all x € V.

(x, )

Proof.
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Note: With this identification the Cauchy-Schwarz inequality can be restated as:
[ y)| < [Ix[[[ly[| for all x,y € V.

The norm introduced by the standard inner product on R" is the Euclidean distance.
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Adjoint

Definition

Let U, V be inner product spaces and S: U — V be a linear map. The adjoint $* of S
is the linear map S*: V — U defined such that

(Su, v S*V)@ forallue Uyve V.
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Proposition
Let U, V be inner product spaces and S: U — V be a linear map. Then 5* is unique
and linear.

Proof- {/-/T P\/ T [')o(L\ ;a,‘l'i;pchf /L-L de{c‘hn\, af '3 jo:h."' 57'
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Define S: R3 — R? by Sx = (2x1 + x3, —x2). What is the adjoint operator S*?

Use < S qp0z LH 5772

L= (vn,—w) (%,2.)) S Tl
27
< (1xqes) 2, — Xads $Ty= 4:)
2
- ~, (2?1) + T C_'%/) + % ﬁ/

- < (rxl)%‘/x?)/ (17'l/_?z/}()> . 1
- . 14 2 o)
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Proposition
Let A € Mpyyxn(F) be a matrix and Ta: F” — F™: x — Ax. Then, Tj(x) = A*x,
where A* € My m(F) with (A*); = Ajifori=1,....,nand j=1,...,m.

In particular, if F = R, the adjoint of the matrix is given by its transpose,denoted AT,
and if F = C, it is given by its conjugate transpose, denoted A*.

/J

Ats AT
e A

¥ Statistical Sciences
¥ UNIVERSITY OF TORONTO

July 24, 2024 12/37



Proof for R:

L Avs) =
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Definition

A matrix O € M,(R) is called orthogonal if its inverse is given by its transpose, i.e.
—

o'o=00T=1

NMN———

A matrix U € Mp(C) is called unitary if the inverse is given by the conjugate transpose,
—~

ie. UU=UU" =1

(ﬂf 0 h UJ\-I“{"‘/—/;_
d Ug, Uz> = <X U782 %22
=14 —

w
& o(..\c*f
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® Let ¢ €[0,27]. Then
(c9s(<,o) —sin(¢)> 2 ke
sin(p)  cos(¢p)
is an orthogonal matrix. What does it describe geometrically?
® The following is a unitary matrix:

A‘\’,: 'ZT - (OL\T

A,
. o ~
Y. (o—c‘ (o—c): ( )41‘4 0 —(
QStalistical Sciences A A - (: 0 l,- (‘) 0 { ‘ e f: d
%Y UNIVERSITY OF TORONTO

July 24, 2024 15/37



Definition
Let A € My(F). We call A self-adjoint if A* = A. In the case F = R, such an A is

called symmetric and if F = C, such an Ais called Hermitian.
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Orthogonality and Gram-Schmidt

Definition

Two vectors x,y € V are called orthogonal if (x.y) = 0, denoted x L y. We call them

orthonormal if additionally the vectors are normalized, i.e. ||x|| = ||y|| = 1. A basis
AXI = Y= 2
X1,...,Xp of Vis called orthonormal basis (ONB), if the vectors are pairwise
/R/\P\/—-

. c -
orthogonal and normalized.
-~~~ ——
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Proposition

Let x1,...,X, € V be orthonormal. Then the system of vectors is linearly independent.
Proof. L/‘(’ f Ar XS = 0 . Vad & by o(l: o o(A;.O )
gl
92 .
A"' —
e 2 A0, |l £ 4]l = 0
Mo BHLS
E\/ ()a.vd;— Ve 4 S 5. o 0( — ) .
” - ‘01 <'?((, ?C_/>
O = g Lo e + 52*—/\ AN AS
=0 S
Xe LAy
2 2 -
= i— LAF ( U,'KC (,{ = ? (!(c'l
(:-\41 —— C
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Proposition (Orthogonal Decomposition)

Let x,y € V with y £ 0. Then, there exist c € F and z € V such that x = cy + z with
ylz

Given a basis, we can obtain an ONB from it using the Gram-Schmidt algorithm by
repeating this orthogonal decomposition.

a9
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Proposition (Gram-Schmidt Algorithm)

Let x1,...,X, € V be a system of linearly independent vectors. Define y; = x3/||x1]|.
For i=2,..., n define y; inductively by —

e S5 11 (X, Vi Yk
i = = .
i — S0 (xi, Yi) v«

Then the yi,...,y, are orthonormal and

span{xi,...,X,} = span{y1,...,¥n}.

The proof is omitted but can be found in the book.
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Recall: connection between matrices and linear maps

Multiplication by a matrix defines a linear map

Let A€ M« be a fixed matrix. Then, we can define a linear map T4: F" — F™ via
Ta(v) = Av, where we recall matrix vector multiplication (Av); = > 7_; Ak for
i=1,...,m.

Given a bases for U and V, T : U — V can be written as a matrix

Let T € L(U, V) where U and V are vector spaces. Let uj,...,u, and vy,...,v,, be
bases for U and V respectively. The matrix of T with respect to these bases is the
m x n matrix M(T) with entries Ajj, i=1,...,m, j=1,...,n defined by

Tug = Apvr + - + AV,
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Eigenvalues

Definition
Given an operator A: V— Vand X € F, X is called an eigenvalue of A if there exists a
non-zero vector v € V'\ {0} such that

Av = Jv.
VT AV

We call such v an eigenvector of A with eigenvalue A. We call the set of all

eigenvalues of A spectrum of A and denote it by o(A).

Motivation in terms of linear maps: Let T: V — V be a linear map, where V'is a vector
space. We would like to describe the action of this linear map in a particularly “nice”
way: such that T acts only by scaling, i.e. Tv; = A\jv; where \; € F fori=1,...,n.

s
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Finding eigenvalues

Note: here we will assume F = C, so that we are working on an algebraically closed

field.

Rewrite Av = )\v as

(orihn=0 o ne frr)
) . elgtnspPhce - .
Thus, if X\ is an eigenvalue, we can find the corresponding eigenvectors by finding

the null space of A — Al
The subspace null(A — A/) is called the eigenspace

To find the eigenvalues of A, one must find the scalars A such that null(A — \/)
contains non-trivial vectors (i.e. not 0) L AoaG® AV on T qandthh

Recall: We saw that T € £L(U, V) is injective if and only if null T={0}. &> Tix

® Thus A is an eigenvalue if and only if A— Alis not invertible.  _ . AAL A J\hj:;i’:.
® Recall: |A| # 0 if and only if A is invertible. l/
® Thus A is an eigenvalue if and only if 2

T - wt (A-+E] =0
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The following are equivalent

® )\ € F is an eigenvalue of A,
® (A — X)v =0 has a non-trivial solution,
A— M| =0.

j

Y

( fhes Po[7wmi¢v( ‘i”“h\“‘ te ol fuin eL‘gmvdv-j o{/_\
(olvey T
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Characteristic polynomial

Definition

If A'is an n x n matrix, pa(A) = |A — Al| is a polynomial of degree n called the
A.\"_\'—w

aracteristic polynomial of

To find the eigenvectors of A, one needs to find the roots of the characteristic
polynomial.
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Example

Find the eigenvalues of

A= |2 23]
(el [0 S| o) <0

N St a

A2
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Definition

The multiplicity of the root A in the characteristic polynomial is called the algebraic
ultiplicity of the eigenvalue A. The dimension of the eigenspace null(A — A/) is called

the geometric multiplicity of the eigeW

E'd o/f vechs  consist
o hesis of ‘GV(A’M/).
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Definition (Similar matrices)

Square matrices A and B are called similar if there exists an invertible matrix S such
that
A=SBS™L.

Similar matrices have the same characteristic polynomials and hence the same

eigenvalues (see exercise).
—_— ————
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Suppose A is a square matrix with distinct eigenvalues A1, ..., \,. Let vi,...,v, be
eigenvectors corresponding to these eigenvalues. Then vi,. .., v, are linearly
independent.

Proof. 87 tadiecfron, o om L

90.5: cnse m>( L Toaveal st fleere 05 0“(7
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MW[]LI‘P{Ty/ )\,4_—1,\ {[) ('Y) , Al I/‘G’L
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Z ﬂ(d >\A—£l rU\c

edl
(a(% (I~ vt L .
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If a A€ M,(C) has n distinct eigenvalues, then A is diagonalizable. That is there
exists an invertible matrix S € M,(C) such that A= SDS, where D is a diagonal
matrix with the eigenvalues of A in the diagonal.

Ll/‘f /k/“[ b-( q?;-ﬂn \/‘Cfm/ @thgﬂﬁ"a/?/ fo elﬁéhmzﬁ }\c’,

$= (we wel o, DLC;‘\OA)

/(\/l"-/") Aj = (A'V\( T /’}'V‘v\) = C/\(’V\\ - /\.,ﬂ/‘\,\)
R - =5 D/ '
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Let A: V — V be an operator with n eigenvalues. A is diagonalizable if and only if for
each eigenvalue )\, the geometric multiplicity of A and the algebraic multiplicity of A
are the same.
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Example: a diagonalizable matrix

1 2. . .
[8 J is diagonalizable.

N2k (S

+/

(Nl ) - (8
L (A-¢)(a13) =0 L AZS S

T~ —
041‘?{""‘5'{_

etgen vc[wfi

)
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Example continued
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Example continued
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Example: a matrix that is not diagonalizable

A 2 [1 1] is not diagonalizable.

01
! = (: Vioaat (= CAe) =0
0o =X
(\p( wirth a,(ge('/‘rarc M*HW{"C"L/ 2.
-
v ( (Y) pa 7 = O\ M;ot-c.
AL 0
(§)> #oan
& LS ronowro {QV ( A - T/) = L 0O VM |
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