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Recap

Learnt in last module:

® Convergence of functions of random variables
> Slutsky’s theorem
> Continuous mapping theorem

® | aws of large numbers

> WLLN
> SLLN
> Glivenko-Cantelli theorem

® Central limit theorem

o
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Outline

® Markov Chain
> Markov Property
® Discrete-time Markov Chain

> Transition probability
> Chapman-Kolmogorov equation

e Continuous-time Markov Chain

> Transition probability
> Chapman-Kolmogorov equation
> Generator matrix
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Markov chain MemMe
Ex) = [ x dFix) = [xfrxord x

Recall:
A sequence of random variables {X,}"_, are used to describe outcomes of random
experiments. X, X,
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Markov chain

Recall:
A sequence of random variables {X,}"_, are used to describe outcomes of random

experiments.

Remark:
What if the random variables follow some time structure (happen subsequently)?
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Markov chain

Recall:
A sequence of random variables {X,}"_, are used to describe outcomes of random

experiments.

Remark:
What if the random variables follow some time structure (happen subsequently)?

Examples:
® Daily weather in Toronto
® Daily Covid-19 cases in Canada
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Markov chain

Recall:
A sequence of random variables {X,}"_, are used to describe outcomes of random

experiments.

Remark:
What if the random variables follow some time structure (happen subsequently)?

Examples:
® Daily weather in Toronto

® Daily Covid-19 cases in Canada

Difficulties:
® The possible values of X;'s can vary a lot

® The random structure of X;'s can be complicated
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Markov chain

Remark:
Consider a Markov chain to overcome the difficulties.

A Markov chain is specified by three ingredients:

® A state space S, any non-empty finite or countable set.

® Initial probabilities {v;};cs where v; is the probability of starting at / (at time 0).
® Markov property:

P(Xn—l—lz./’Xn:I):pU) VI,_IGS,

and {p;;}ijcs are transition probabilities.
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Markov chain

<Origina|: P( X541 =@|

Xo = X0, ,anxnb

N

l,

Countable state space S: P(Xj41

= dipt1 |X0 = digy " , Xn = ain)

N

Markov property: P(X,11 = aj,,, | Xo = ai,)

a //_7 Pﬁ"_v: An+

Figure: Simplification by Markov chain
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Markov chain

Remark:

The Markov chain we have introduced so far has discrete time index, and is called
Discrete-time Markov Chain (DTMC). But there is also Continuous-time Markov chain
(CTMCQ), and is sometimes referred to as “Markov Process”.

Countable state space Continuous state space
Discrete time DTMC
Continuous time CTMC Continuous stochastic processes

Table: Types of “Series with Markov Property”
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Discrete-time Markov chain
Representation of DTMC:
¢ Transition graph Po = Pl Xasy = S| X, =)

T (X =5 Xo=5)
TP ( Xz, Xg-5,)

P31

_ Figure: Example of the transition graph
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Discrete-time Markov chain

/’)_' S =1 2.3 /‘;/25
Representation of DTMC:
® Transition matrix
P11 P12 P13
P= {p2a1 P22 P23
P31 P32 P33
Properties: i}
P o P{-j:/)()(n—f’:J—/Xn:E)
®* pj >0, i,jES
% TORONTO
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Discrete-time Markov chain

Representation of DTMC:

® Transition matrix

P11 P12 P13
P=|pa p22 po3
P31 P32 P33

Properties:
¢ Pij > 07 ’7./ SIS

Remark:
We don't have ) ;.o pj =1, j€S.
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Discrete-time Markov chain

Computation of joint probability:

P(Xo=iX1=j)=P(Xo=1)-P(Xy = Xo=1)=vi-pj
P(Xo=iXi=/,Xo =k =P(Xo=i,X1=J) P(Xo=k|Xo=i,X =J)
=PXo=1i,X1=J)-P(Xo=k| Xy =j) (Markov Property)

= Vi Pij Pjk
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Discrete-time Markov chain

Computation of joint probability:

P(Xo:i,xl :_j):P(XOZi)-P(Xl :_j|Xo:i):V;-p/j
P(Xo=iXi=j,X=k)=P(Xo=1i,X1=j) P(Xo=k|Xo=1,X1 =)
=PXo=1i,X1=J) - P(Xo=k| Xy =j) (Markov Property)
= Vi Pij - Pjk

/

- -
Remark: ¢ J K

From the transition graph: the joint probability is just specifying the path we are
taking.
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Discrete-time Markov chain

Computation of transition probability after n transitions:

n-transition probability

plg.”) =P(X,=j| Xo =1i) = P(Xmtn =J | Xm = i) is the probability that the state

after n transitions is j if the original state is /. As a special case, plg.l) =
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Discrete-time Markov chain

Computation of transition probability after n transitions:

n-transition probability

(_”) =P(X,=j| Xo =1) =P(Xmstn =J | Xm = i) is the probability that the state
(1)

after n transitions is j if the original state is /. As a special case, pi;’ = Pi-

PP =P =il Xo=)=Y PXe=)j X =k|lX=1

kesS

=S POe=jXi=kXo=1) P(Xi=k|Xo=i)
keS

=S PXe=jXi=k P(Xi=k|X =i
keS ”

= PikPj —‘[l J]
keS
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Discrete-time Markov chain

Remark:
In general, we have

P\ = (P™)i, .

Chapman-Kolmogorov equation / inequality

m-+n m n m—+s—+n m S n
° P,(j )= D kes P,(k )P/(g') and P,g' /e D_keS uleS P/(k )pl(<l)p£j);

. pi(jm+n) > pfkm)P/(J) and pg.m+s+") > pf,:")p,gf)pg) for any fixed state k,/ € S.
(m+n) R -
Proof: 77/ = PU Xpen=z) | Xy =C)
:/<£5P(X:::,;j/xm;/<) P()(,,,:K/)(a:[)
_ m ) cr )
= 2 P /Kj

k&S
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Discrete-time Markov chain

Example: P ( Xo=2)
Consider a Markov chain with § =1,2,3, and v = (é, %,O) and
P11 P12 P13
P=|pa1 p2 ps
P31 P32 P33

e Compute P(Xy = 2); > T3
® Compute P(Xo =1, X1 =1, X=2); Vi £ P
(3)

e Compute p;5 2= 1471y
7 3 1
¢3) _ — ) )
/)'1— = L 2 P’/‘ ¥4 Pe
K= ¢g=1
ér%‘fidN%o

/

2
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Continuous-time Markov chain

Generalize the time index to be continuous:

Continuous-time Markov chain

A Continuous-time Markov chain {X(t)}+>0 is specified by three ingredients:
e A state space S, any non-empty finite or countable set. 7 2 2 ¢- )

® Initial probabilities {v;};cs where v; is the probability of starting at t = 0.

® Markov property: Vi,j €S, s, t > 0, t’/ ;z’t'} . (¢+5) -5 =%
P(X(t+5) = | X(s) = i, X(u) = x(u),0 < u < 5) = P(X(t+5) = | X(s) = i)
k/v*/ N “—— _
Remark: Xew)y) S trs T P xXE)=) ] X 0)=¢)

The process is called time-homogeneous when this probability does not depend on s.
Throughout the module, we will assume this time-homogeneity as a default.
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Continuous-time Markov chain

Remark:
For time-homogeneous CTMC, we can define transition probability

Pl =P(X(s+1t) = | X(s) = i) = P(X(t) = j | X(0) = ).
/D (t)
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Continuous-time Markov chain

Remark:
For time-homogeneous CTMC, we can define transition probability

py) = P(X(s+1) = j | X(s) = i) = B(X(£) = j | X(0) = i).
Representation of CTMC:

® Transition graph after time t;

® Transition probability matrix: S= 1, 2,33

(1) () () 1t)

1& P Prs p3
P | ) A | P [

t)
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Continuous-time Markov chain
Properties:

'p,(f)ZO, ihjeS (13- 1)

* Sjespy) =1, i€S ) foe
o P(X(0)=io, X (t1) = i1, ..., X (tn) = in) = v,-op,(oﬁ.ll) . ..pfnfjl‘,:"—l), for
0<t1<---<tn.
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Continuous-time Markov chain
Properties:

. p,(f)>o ijes

o IP(X(O) = io,X(tl) = iy X () = in) = VP L plte) o
O<ty < - < ty.

Chapman-Kolmogorov Equation

For a Continuous-time Markov chain {X;}+>0 with transition probability matrix p(t),
A=A
ALHhj) = B ["',l—]

[/Dr;)//ﬂ] 3 \[Pu)flea,\,jj-

12
plstt) — p(s) p(¢f

(J+t7

orye S

Proof: . 57
Y :P(Xf-h!:)/)(o:[)
= L f(X;/k/Xo’L)P(/(f* =)/ Xs =)
@TORONTO s /7
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Continuous-time Markov chain

Generator and generator matrix

Given a Markov process, its generator is

JI‘JN - )‘
(1) o, 7 %)
i Pij 0ij )
= lim —— (o
&i t—0 t ’ yZh > =y P“H)‘J
M «e r0) Y J Ty
7 = o e

where 0;; = p(o) =1 if i = j, and 0 otherwise. The generator matrix is defined by

i
1+)
2 P,‘J‘ ;/ e NHA yow | sum
G = lim . Jegs

t—0 t )

Properties: P(“ 7
® Fortsmall. PO ~ | +tG: G = -

® Row sums of G is 0.
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Continuous-time Markov chain

Continuous-time transition theorem

If a continuous-time markov chain has generator martix G, then for t > 0

2G2 2 B

P(t)_eXP(tG)—/+tG+ e G” nzo. .

(+15) 1) (S

Proof: ( Non - /—70,’045) / _ f p s
Plt}z 7+ &G, z small j”ﬂ(l-v‘%:ea

= 1+ t&G Tt oc(t)

1t)
P - “(’\"V') /t) __ /f) + R (TZ') n
A S S i ()

’?\% UNIVERSITY OF : ’T(_,;":)o ( -Z -/_ ~ 6‘ ) - é Xf ( t é‘ )
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Continuous-time Markov chain
0/'7’/7\0/9/70/

Remark: et
Suppose the eigendecomposition of G is G = UDU™!, where D is a diagonal matrix
' ' ' A >
with diagonal entries {di, da,- - -}, then G = voUT (upu
(t) -1 =
P\ = Uexp(tD)U™". v piy”
¢t
P epitar &" = upn U

= Ueptdr)J”

.
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Continuous-time Markov chain

Remark:
Suppose the eigendecomposition of G is G = UDU™!, where D is a diagonal matrix
with diagonal entries {di, do,- - -}, then

P) = Uexp(tD)U™L.

Example:
Let
(t) _ 1 -3t 3t 4
P [ 5 1_5¢l oct)
-3¢ 3¢
* Find G; G o= b [{t 'ffj+0(t) . [—‘3 3J
' t =0 z } -
® Find the exact form of P(t). s
A =o. 8.
er/(té—)
) -3 o o ;=317 . -/
- G=[ J[ J[ J = Uepctr)V
& TORONTO o o “8JL, <
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Problem Set

Problem 1: (Bernoulli Process) Let 0 < p < 1, repeatedly flp a coin with head
probability p. Let X, be the number of heads on the first n flips.

® Verify that {X,} is a Markov chain, specify the state space, initial probability and
transition probability;

® Draw a sketch of the transition graph;

® For p= %, compute P(Xp =0,X1 =1, X =1, X3 =2).

Problem 2: Suppose a fair six-sided die is repeatedly rolled at times 0,1, Let

Xo =0, and for n > 1 let X, be the largest value that appears among all of the rolls
up to time n.

® Verify that {X,} is a Markov chain, specify the state space, initial probability and
transition probability;

® Compute two-step transitions {pg?}
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Problem Set

Problem 3: Let {X(t)}+>0 be a continuous-time Markov chain on the state space
S ={1,2,3}, suppose that as t — 0, the transition probabilities are given by

1—7t 7t 0
pt) = 0 1-3t 3t + o(t),
t 2t  1-—3t

Compute the generator matrix G.
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