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Roadmap

A bridge connecting undergraduate probability and graduate probability

Undergraduate-level probability
• Concrete;
• Examples and scenarios;
• Rely on computation...

Graduate-level probability
• Abstract (measure theory);
• Laws and properties;
• Rely on construction and inference...
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Roadmap

Random Variable  
(A function)Distribution Functions

Inequalities

Moments

Random Vector

Conditional and Joint Probability

Functions of random variables

Independence

Measurable Spaces

Series of Random Variables

Process

Limit Theorems

Figure: Roadmap

July 11, 2023 3 / 1



Outline

• Measurable spaces
! Sample Space
! σ-algebra

• Probability measures
! Measures on σ-field
! Basic results

• Conditional probability
! Bayes’ rule
! Law of total probability
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Measurable spaces

Sample Space
The sample space Ω is the set of all possible outcomes of an experiment.

Examples:
• Toss a coin: {H,T}
• Roll a die: {1, 2, 3, 4, 5, 6}

Event
An event is a collection of possible outcomes (subset of the sample space).

Examples:
• Get head when tossing a coin: {H}
• Get an even number when rolling a die: {2, 4, 6}
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ex1) Tossing a coin twice

&:SHH, HT, TH, TT] -> discrete
case.

IP (H) =IP(HT) =1P(TH) =1P(TT) =4

LotX
=the number of H

IP(x =0) =4(x=2) =x4

IP(x =1) =V2

1 =I(x=0) +(P(x=1) +14(X=2)

Ex =1.0 +t.1 +4.2 =1

ex2) L+X - N(m, r) gassian/normal.

Density pas- ha exp(-)

1 -(80Max=(expl-ax
Ex= (examax: (exexp(ax.



Discrete M(X,1)= EIP(X=e)

Ex =EhI(X=k)

Continuous I(x2x) =JP(x)dX
Ex =1xpxax

Question:Is there my way
to explain those two

in a unified manner?



eration If AMB = 0, then IP(AUB)
CA,B are disjoint) =IP(A) + IP(B)

For a discute case. EX:13 are disjoint.

1 -(X=1) tauntable summatic

Butfor continues case,

IP(X =

ei
=0

uncomtable. Summatio
Therefore I

1 Ezi(x-x) =o
- summation ofuncountables doesn'twork

well

=>mightbe better to focus

countable suns.



Construction of probabilitytheory

line
1. Define, the collection of subsets of 1,4 (r-algebra)

on which we can"Probability measure".

2) Define probability measure as a factor

1P:I-[0,13

which hascountable additivity".

3) 3 &, I, 4.) is called "Probabilly triple"
*A ↑

probabilitysample
a -algebra

span measure.



Measurable spaces

σ-algebra
A σ-algebra (σ-field) F on Ω is a non-empty collection of subsets of Ω such that

• If A ∈ F , then Ac ∈ F ,
• If A1,A2, · · · ∈ F , then ∪∞

i=1Ai ∈ F .

Remark: ∅,Ω ∈ F
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(i) =>AEF

ii>I et
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i) =4:2EI.



· Are
[V, An(Proof)

Ar =(Ai

i =A , cF.

(ii) o Are t

is Ar=(A)'e

~

SHH3 C R=SHH, HT, TH, TT3

F:x-algebra generated by SHK3

#

SH3, EH1, TH, 153, 12]
IP on o by ↑(4) =0, PEHH3:I

I[HT, tH,TT3 =2, IP(2):1
SHH, H13 *F



Probability measures

Measures on σ-field
A function µ : F → R+ ∪ {+∞} is called a measure if

• µ(∅) = 0,
• If A1,A2, · · · ∈ F and Ai ∩ Aj = ∅, then µ(∪∞

i=1Ai) =
∑∞

i=1 µ(Ai).
If µ(Ω) = 1, then µ is called a probability measure.

Properties:
• Monotonicity: A ⊆ B ⇒ µ(A) ≤ µ(B)
• Subadditivity: A ⊆ ∪∞

i=1Ai ⇒ µ(A) ≤ ∑∞
i=1 µ(Ai)

• Continuity from below: Ai ↗ A ⇒ µ(Ai) ↗ µ(A)
• Continuity from above: Ai ↘ A and µ(Ai) < ∞ ⇒ µ(Ai) ↘ µ(A)
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Proof:Continuity from below.

If A: GE, A,CArCAgC----

As= A
-

LetBi:AiL Air, E2.
S As

then BI are disport.⑪ At

Bi =A =
1 Ai? c ,

(122 Bi =Ai =A

u(A) =(,Bt)

=Eu(B:) ---- (*)

Note thatM (BC) =MlAr)-MAin)

Thenfor, & M(r) =((Ar-M(Ain)) +M(A):MSAr
inI that mans, (4) becomes

MAS =IMAr



Continuity from above

u(A,) <00, AiT Ac) As) -----

A =Ai
Ri =A, - Ai

Then B, CB2 <-----

Bi =Al A

By the continuity from below,

/in M(Ber): M( Br) =M(A, (A)
b+y

=>M(A) -USA)
&

Note theMLB)
=MA1) -USAr)

I So hi [uSA)-astn3:MCAS -MIA)

:- M(Ar)=MI



(12, 4, P). Probabilitytriple.
↑

algebraprobabilitysuple
spot measure.

(U-field)

"Contrability"was the key.

11. Define 8-algebra Ion which a

probability can defined.

2). Define a probability measure IP

as IP:I -[0,1]

& mestion! How can (oh, 4, 12) provides

unified theory?



erration X:R -IR random variable.

& =[x =R]

- 9xe[5,51)]
By comtable additivity imples

1 =I) -) =ExP(xe i, 51).)

&:[x-RR]

·El ers
becomes finer as Ac



1 =P(M):(XeS, )).

eatonofExpectation. IP(XEC,
-

-brideendiscrete probability
and continues.

We can define EX from this

observation

EX =1(E)
This is analogue to Riemannion sum

for defing Riemannian integral



Differers between Riemannian sm.

↳.......
R S

Measure theory

~...
-
in...eI=-A---
--

2.



EX=In,EsP(XEC,1) =A
We can show that

EX
=Eb:(X=hi) for discrete case.

I
EX = S -Xp(X) dx for continuous case.

-

to make the above argent valid we need to choos

appropriate E.

A

novel sets)
Define, a colgebr on IR as "the smallest"

oalgebra thatcontains all intervals, on IR.

We denote this ralgebra by R or B

BE R is called a Boral sut.



Then define Ion of is

[x:Best
Remark R. containsall intervals,
-

tocompleats,
countable uninI
xiraction

of interals)
Ifinite combination of these.

· R contains any open sets,

I any closed sats,

any single points,

any ocurtable sets.

(2, F, P) x:1 +R.

we chose I so thatREI. for my BER.



flet. ASection xi e -> IR is called a wardom

variable if

*ILBER
We also say thatX is measurable.

I(x =1) =(P(x -CA)) Ac R.

Letus view this as a faction from R -> [0,13

i.e. M(A) =P(x+(A)).

then M is a probably measure on R.

In other worlds, through X, a new probability

measm is induced on R.

We call us a probabilitymeasure induced by X, (d, H.)

(2,4, 1.)* indad



Probability measures
Proof of continuity from below:
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Probability measures
Proof of continuity from above:

Remark: µ(Ai) < ∞ is vital.
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Probability measures

Examples:

Ω = {ω1,ω2, · · · }, A = {ωa1 , · · · ,ωai , · · · } ⇒ µ(A) = ∑∞
j=1 µ(ωaj).

Therefore, we only need to define µ(ωj) = pj ≥ 0.
If further ∑∞

i=1 pj = 1, then µ is a probability measure.

• Toss a coin:

• Roll a die:
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Conditional probability
Original problem:

• What is the probability of some event A?
• P(A) is determined by our probability measure.

New problem:
• Given that B happens, what is the probability of some event A?
• P(A | B) is the conditional probability of the event A given B.

Example:
• Roll a die: P({2} | even number)

July 11, 2023 11 / 1

-



Conditional probability
Original problem:

• What is the probability of some event A?
• P(A) is determined by our probability measure.

New problem:
• Given that B happens, what is the probability of some event A?
• P(A | B) is the conditional probability of the event A given B.

Example:
• Roll a die: P({2} | even number)

July 11, 2023 11 / 1



Conditional probability

Bayes’ rule

P(A | B) = P(A ∩ B)
P(B) , P(B) > 0

Remark: Does conditional probability P(· | B) satisfy the axioms of a probability
measure?
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Conditional probability
Multiplication rule

P(A ∩ B) = P(A | B)P(B) = P(B | A)P(A)

Generalization:
Law of total probability
Let A1,A2, · · · ,An be a partition of ω, such that P(Ai) > 0, then

P(B) =
n∑

i=1
P(Ai)P(B | Ai)
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Problem Set

Problem 1: Prove that for a σ-field F , if A1,A2, · · · ∈ F , then ∩∞
i=1Ai ∈ F .

Problem 2: Prove monotonicity and subadditivity of measure µ on σ-field.
Problem 3: (Monty Hall problem) Suppose you’re on a game show, and you’re given
the choice of three doors: Behind one door is a car; behind the others, goats. You pick
a door, say No. 1, and the host, who knows what’s behind the doors, opens another
door, say No. 3, which has a goat. He then says to you, ”Do you want to pick door
No. 2?” Is it to your advantage to switch your choice?
(Assumptions: the host will not open the door we picked and the host will only open
the door which has a goat.)
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