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Roadmap

A bridge connecting undergraduate probability and graduate probability

Undergraduate-level probability
• Concrete;
• Examples and scenarios;
• Rely on computation...

Graduate-level probability
• Abstract (measure theory);
• Laws and properties;
• Rely on construction and inference...
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Roadmap

Random Variable  
(A function)Distribution Functions

Inequalities

Moments

Random Vector

Conditional and Joint Probability

Functions of random variables

Independence

Measurable Spaces

Series of Random Variables

Process

Limit Theorems

Figure: Roadmap
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Outline

• Measurable spaces
◃ Sample Space
◃ σ-algebra

• Probability measures
◃ Measures on σ-field
◃ Basic results

• Conditional probability
◃ Bayes’ rule
◃ Law of total probability
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Measurable spaces

Sample Space
The sample space Ω is the set of all possible outcomes of an experiment.

Examples:
• Toss a coin: {H,T}
• Roll a die: {1, 2, 3, 4, 5, 6}

Event
An event is a collection of possible outcomes (subset of the sample space).

Examples:
• Get head when tossing a coin: {H}
• Get an even number when rolling a die: {2, 4, 6}
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ex1
.
) Tossing< coin trice

- : GHH , HT, TH, TTS -> discrete

IP (HH) = CHT) : IP(TH) = IPCTT) = ↑
Let X : the number of H

|P(X = 0) = |P(X = 2) = 14

|P(X = 1) = 42

(P(x = 0) + |P(X= 1) +((X=2) = /

EX = y - 0 + 5 1 + y - 2 = 1

ex2) Lot X-NIM,0 gaussian

Density PCX : exp)-x)
continusa

% Max =1

EX = 9 x x = M



#Discretecase .

values

IP(X * 1) = I
I

b tabs inteas

for simplicity

EX = MP(X=

Minuitycase

((X5x) = S PLzIdz

EX = 90 x p(x)dx

&

Question Is there any way
to explain them

in a unified way ?



Observation

#fAlB = 0 , then IP(AUB) = IP(A) + (B)
..

For a discrete case. [X = 13 are disjoint

1:(X =M
.

) countable sun

But for continuous case,

↑ (X = x) = 0 for any
X

uncountable sun

Therefore X

& I⑫P(X= X)= =d

-
contradiction ?

-> uncountable sun is problematic.
-

=> let's focus on
countable sum



Measurable spaces

σ-algebra
A σ-algebra (σ-field) F on Ω is a non-empty collection of subsets of Ω such that

• If A ∈ F , then Ac ∈ F ,
• If A1,A2, · · · ∈ F , then ∪∞

i=1Ai ∈ F .

Remark: ∅,Ω ∈ F
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Using (i) and (ii) =>
If A eF

A /

Ai F

&

4) - complement is also in

(ii) -> countable muron of subst off
-

is also in F

(Pf). Lt AEF

By (il , A ef.

By (ii) Let so d

By (i) again, & et .

So
, def



-Constructionof Probability Theory

Outline-
-

1) Define the collection of subsets of
,

(G-algebra

on which we can define
.

" Probability measure",

2) Define probability measure as a functio

IP : -> 20, 1]

which has "countable additivity".

3) (et, F , IP). is called "Probability triple

+ X
suple o-algebra probability

measure
Space



Probability measures

Measures on σ-field
A function µ : F → R+ ∪ {+∞} is called a measure if

• µ(∅) = 0,
• If A1,A2, · · · ∈ F and Ai ∩ Aj = ∅, then µ(∪∞

i=1Ai) =
∑∞

i=1 µ(Ai).
If µ(Ω) = 1, then µ is called a probability measure.

Properties:
• Monotonicity: A ⊆ B ⇒ µ(A) ≤ µ(B)
• Subadditivity: A ⊆ ∪∞

i=1Ai ⇒ µ(A) ≤ ∑∞
i=1 µ(Ai)

• Continuity from below: Ai ↗ A ⇒ µ(Ai) ↗ µ(A)
• Continuity from above: Ai ↘ A and µ(Ai) < ∞ ⇒ µ(Ai) ↘ µ(A)
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Probability measures
Proof of continuity from below:
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Let AiEF
,
A , CAC

...
-

8 Ai = A.
= 1

Lt Bi = AilAi+, iz2 .i Then Bi are disjoint.

B. = A
,

O

U Bi = &A = A
is

By countable additivity M(A) =M(B) = M(Bi)



Note that Ac = Ac ,
0 Bi implies
-

disjont unio .

M(AF) = M(Ai) +MCBE) by countable

additivity.

Therefore M(BE) = MCAE)-MSAi)

Thus MLB) = M(B1) + Z (MCAil-MCADS)i= 2

= M(A)) + M(An) -u(A , )

-M(An)

So
,

MIB) = EMA

Thus
, M(A) = Mu



Probability measures
Proof of continuity from above:

Remark: µ(Ai) < ∞ is vital.
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Aid A

MCAil 10 , A, Ar) As) ---- ,
Mi = A
i=

Bi = A. - Ai

Then B , <BzCBy C--, Bi = A ,
A

By the continuity from below,

(in M(Bu) = M(Bi) =M(A , A)
-

n+c

↳ EMCA) -ust)

-



Note that M (Bu). = MCAilAn) UAl)-MAn)

Thus is (MCA)
-Mn)) = Mil-M(A)X MCADCO

=
Man =M

Summary (st, #, (P) probability triple.
-

"Countable additivity" is the key,

Question How can (t, E, 1)
-

provides unified theory ?



Observation

: &-> I random variable.

2 = [x(1]

= (x(i, i+ )]
By countable additivity

1 = p(a)= P(X(i , i+ 1))

2 (x( , )]
becomes finer as a

1 = p(d):P(x , )



Approximationof Expectation

FoIP(X(, ))
should become more precise as n +

We can use this observation to define X

IX=n (X, )

This looks similar to Riemannia integral



Difference between Riemannim Integral

Riemannian integral.
-

·
2

Measure theory
-

I

-
~fittin·

↑ -
IP(X(, ))



EX=limXE =x
d

-

We can sham that
A

EX = Iki(X= Bot discrete case.

Ex = S% xp(x)dX continuous case :



iplesof algebra C field
a

e
2 = CHR , HT , TH , TT3

.

Trivial 5-algebra # = P(e) power
set

= the collection of

all subsets in f.

: For an f
,

P(C) always gives

a trivial o-algebra ,

union makes of

Less trivial example : A-
& [4 , E3,ETH,TTT, 23

M
complement↳ is generated e-algebra

by A = SHH]



& Is lesstrial Oralgebra always possible?

A . Easily construct such exaple by

"generatory" a -algebra .

Drop
.

Let A be a collection ofsubsets

of I.

We always have the smallest a-algebra I

including A ,
i

.

e
. ACF.

Such I is denoted by F = CCA)

and called 5-algebra generated by A .

CPA) Recall that Plet) is a salgebra.

Sn it is valid to take the intersection

of all C-algebra containing A

Then define

F = 12.
&: all a-algoba

contain A



Since intersection of O-algebra is also

o-algebra, I defined above must be

the smallest Gralgera containg A-

&. How can we construct a meaningful

O-algebra on 1P.

1
. We can generated G-algebra

that contains all intervals.
is

↳ (a, b)

This a-algeba is (a, b]

called Borel sets [a
, b)
[a, b]

un denoted by + d compleats

R . (cutahlinSt tersections~ unious

+ ↓ of above

(IR,R) &", of above

i



ActuallyR contains

S
all open sets) + combination
all closed suts of them

A ER .Ex A is measurable

& Is there any
subset of 12

that is not a Borel set ?
-

( unmeasurable)

A . Yes or No dependy

what axiom you choose

to develop Math theory,

If we allow axiom of choice,

Yes we construct unmeasurable

F



Probability measures

Examples:

Ω = {ω1,ω2, · · · }, A = {ωa1 , · · · ,ωai , · · · } ⇒ µ(A) = ∑∞
j=1 µ(ωaj).

Therefore, we only need to define µ(ωj) = pj ≥ 0.
If further ∑∞

i=1 pj = 1, then µ is a probability measure.

• Toss a coin:

• Roll a die:
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Before . IP (H) = (T) = E .
Then I is a probability

mech

Define (p(1) = (P(2) = (P(3) =
= (P(6) = 5

then IP is a probability measure.



Conditional probability
Original problem:

• What is the probability of some event A?
• P(A) is determined by our probability measure.

New problem:
• Given that B happens, what is the probability of some event A?
• P(A | B) is the conditional probability of the event A given B.

Example:
• Roll a die: P({2} | even number)
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Conditional probability

Bayes’ rule

P(A | B) = P(A ∩ B)
P(B) , P(B) > 0

Remark: Does conditional probability P(· | B) satisfy the axioms of a probability
measure?
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Definition
=

Need to check definition of probabilly measure.
->

1). IP(@(B) = B.
#(4)

= = 0

4) IP(IB) = 3).



3) Lat Al
,
Ac;
- EF

,
st . AilAj =

Thu

IP(EA : (B) =
(B)

IP (B)

C#CAIRB) useecutable
=

IP (B) G additivity
of I

.

P(AiB)
I

PCR)

· used
↓ definition

S of conditional
= P(Ai(B)

. probability.

--



Conditional probability
Multiplication rule

P(A ∩ B) = P(A | B)P(B) = P(B | A)P(A)

Generalization:
Law of total probability
Let A1,A2, · · · ,An be a partition of ω, such that P(Ai) > 0, then

P(B) =
n∑

i=1
P(Ai)P(B | Ai)
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Il

IP(Ao 1B),



Problem Set

Problem 1: Prove that for a σ-field F , if A1,A2, · · · ∈ F , then ∩∞
i=1Ai ∈ F .

Problem 2: Prove monotonicity and subadditivity of measure µ on σ-field.
Problem 3: (Monty Hall problem) Suppose you’re on a game show, and you’re given
the choice of three doors: Behind one door is a car; behind the others, goats. You pick
a door, say No. 1, and the host, who knows what’s behind the doors, opens another
door, say No. 3, which has a goat. He then says to you, ”Do you want to pick door
No. 2?” Is it to your advantage to switch your choice?
(Assumptions: the host will not open the door we picked and the host will only open
the door which has a goat.)
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