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• Counterexamples
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Counterexamples
Recall: A random variable X ∈ Lp if ∥X∥Lp = (E|X|p)1/p < ∞.

Xn → X in Lp if limn→∞ ∥Xn − X∥Lp = 0

Monotonicity of Lp Convergence
If q > p > 0, Lq convergence implies Lp convergence

Counterexample to the Converse:
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Lf ((Xn = ma) = t = 1 - 1P(Xn = 0)
.
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This is always possible line g7p.



Then, Im Eu = 00 = lin #x
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that meas Xn + 0 in Lo but Xn50 in L
X



Counterexamples
Recall: Xn converges to X in probability if for any ϵ > 0 limn→∞ P(|Xn − X| > ϵ) = 0.

Lp convergence implies Convergence in Probability
If Xn → X in Lp, then Xn → X in probability.

Counterexample to the Converse:
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Let 4(Xn= e) = t = 1- IP(X = 0
.

)

For an
310

,
P(/X-0KE). = P(X: ) =->

2 sefly.

for sufficiently large M
.

So Xn -> 0 in probability



E (Xn/P = tu. (n)" = 1 > 0
.

Thus Xu does not corege to 0 in 10.



Counterexamples
Recall: Xn converges to X in probability if for any ϵ > 0 limn→∞ P(|Xn − X| > ϵ) = 0.

a.s. Convergence implies Convergence in Probability
If Xn → X almost surely, then Xn → X in probability.

Counterexample to the Converse:
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Let - 10 , 1)
,

E = B(e) Borel sets on (41),

IP on of be uniform measure
, i. e. IP (a,b) = b ->

if Ocab21.

I if w (m] Omn-

Define Y n .
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(W) = E o otherwise.
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Counterexamples
Recall: Xn converges to X in distribution if for any continuity point x of P(X ≤ x),
limn→∞ P(Xn ≤ x) = P(X ≤ x) holds.

Convergence in Probability implies Convergence in Distribution
If Xn → X in probability, then Xn → X in distribution.

Counterexample to the Converse:
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Let Xer symmetric Bernoulli (E) i

.

e. IP (X = 1) : =P (X: -1)

Define Xu = ()"X.

Sine X is symmetric, Xu =aX for any
M.

There fare
,

Xn -> X in distribution
,



However
,

for
any

odd m,

1P)(xn-X1)1) = / Sie Xn = - X al

(x) = 1
.

Therefore Xn - X in probability



Counterexamples
Recall: Xn converges to X in distribution if for any continuity point x of P(X ≤ x),
limn→∞ P(Xn ≤ x) = P(X ≤ x) holds.

Convergence in Probability implies Convergence in Distribution
If Xn → X in probability, then Xn → X in distribution.

Special case when the Converse holds:
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&-
we discussed this slide before



Counterexamples

Monotone Convergence Theorem
If Xn ≥ 0 and Xn ↗ X, then EXn ↗ EX

Counterexample when Xn is not lower bounded:
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Let X he IP (X = - 2) = 2-
"
for is 1

,
2, 3, .

Then IP(X(0) = 1
,
i.e .

X10 as

Let Xu = *
Sin X0 as .

Xu + . 0.



However , Xn is not lower bonded

sinc
- zif -

0 as ifo

Appartly ,
10 = 0

.

However IEXu = . EX

I t 2 (2) = o

-
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thus this example shows
.
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Counterexamples

Dominated Convergence Theorem
If Xn → X a.s. and |Xn| ≤ Y a.s. for all n and Y is integrable, then EXn → EX

Counterexample when Xn is not dominated by an integrable random variable:
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Let E : (0 , 1) with uniform distribution IP.

re .

P) we ca .b)) = 1 -a if 0 < a < b >

Then define XuCW) as follows.
M

on
become as high as possible.

dominated by my r. r .

Y.

Yu cannot he
lim XnCl) =0 for an

n+ y WE(0 , 1)

- Xn+ 0 a - S .

# Xu = area of the triangle

= 1 0.·W


