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Recap

Learnt in last module:

e Covariance
> Covariance as an inner product
> Correlation
> Cauchy-Schwarz inequality
> Uncorrelatedness and Independence

e Concentration

> Markov's inequality
> Chebyshev's inequality
> Chernoff bounds

UNIVERSITY OF

& TORONTO

July 21, 2025

2/24



Outline

® Stochastic convergence

> Convergence in distribution
Convergence in probability
Convergence almost surely
Convergence in LP

>
>
>
> Relationship between convergences
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Stochastic Convergence

Recall: Convergence

Convergence of a sequence of numbers

A sequence aj, ap, - -+ converges to a limit a if

lim a, = a.
n—oo

That is, for any € > 0, there exists an N(¢) such that

lan —a| <€, ¥n> N(e).
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Stochastic Convergence

Recall: Convergence

Convergence of a sequence of numbers

A sequence aj, ap, - -+ converges to a limit a if

lim a, = a.
n—oo 0\, 15 [l‘ktﬁ‘{'r“u

That is, for any € > 0, there exists an N(¢) suM Neor &
&
lan — a| <€, /¥n > N(e). \
A
¢
13

Example: a, =1, Ve > 0, take N(e) = [1], then for n > N(e),

\an—0|:an®e, lim a, =0.
n—oo
o
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Stochastic Convergence

1 [ T —— 3, = 1]
a= 0n
08| R
0.6 | @ Capture the property of a series as
) n— oc;
0.4 | @ The limit is something where the
serigs concentrate Jor large n;
021 | ® |a, — a| quantifies the closeness of the
series and the limit.
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Stochastic Convergence

Observation: closeness of random variables

Sample mean of i.i.d. random variables
) random variables X;,i = 1,--- , n with E(X;) = i, Var(X;) = o2, then for the
sample mean X = %27:1 X,-,/7 % depeds om A

W\M

,‘xdl-'»ukx oA 7M'L~+l‘t\u7 A,’dfl\‘w'L/l _ _ 0_2
E(X)=p, Var(X)=—.
n

Proof: £ (¥) = E(’,&’ZYg)@ %Lgtgi‘c@’i: AM > M

(h<w-.ﬂ7 anFl: il(‘dt
2 “ 2
\/C/C—;) < @ ()Fc —/(A—) = {f/ (/J: g] KC —/(A)
“w 2.
® ey or S ( L5 (x-m) )
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Stochastic Convergence
Example:
Further suppose X;j,i = 1,---,ni.i.d. with distribution A'(u,o?), then X ~ N (u, %2)
so we can draw the probability density plot of X. T~
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Stochastic Convergence
Example:
Further suppose X;,i = 1,---,ni.i.d. with distribution A'(1, 0%), then X ~ N(u@
so we can draw the probability density plot of X.
/
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Figure: Probability density curve of sample mean of normal distribution
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Stochastic Convergence

Intuition:
® Series of numbers a, =  Series of random variables Xj,;
® Limita = Limit X;
® How to quantify the closeness? (|.X, — X|?)
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Stochastic Convergence

Intuition:
® Series of numbers a, =  Series of random variables Xj,;
® Limita = Limit X;
® How to quantify the closeness? (|.X, — X|?)

Pointwise convergence / Sure convergence

Suppose random variables X, and X are defined over the same probability space, then

we say X, converges to X pointwise if
A———

lim X,(w) = X(w), Yw € Q.

n—oo ANAN——

fv et W, EY%“")f S sefuteta
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Stochastic Convergence

Intuition:
® Series of numbers a, =  Series of random variables Xj,;

® Limita = Limit X;
® How to quantify the closeness? (|.X, — X|?)

Pointwise convergence / Sure convergence
Suppose random variables X, and X are defined over the same probability space, then

we say X, converges to X pointwise if

lim X,(w) = X(w), Yw € Q.

n—o0

Remark:
Incorporate probability measure in some sense.
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Stochastic Convergence

Alternatives of describing the closeness:
e Utilize CDF: Fx,(x) — Fx(x);
e Utilize probability of an event: P(| X, — X| > ¢);
e Utilize the probability over all w: P(lim,_00 Xn(w) = X(w));

e Utilize mean/moments: E|X, — X|P.
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Stochastic Convergence Us. CDF iwz;g)(ﬁti&;ms; of
X

[

Convergence in distribution

A sequence Xj, X5, of real-valued random variables is said to converge in
distribution, or converge weakly to a random variable X if

lim F,(x) = F(x),

n—o0

for every number x € R at which F(-) is continuous. Here, F,(-) and F(-) are the
cumulative distribution functions of the random variables X,, and X, respectively.

Notation:
Xni>Xy XngX, Xn:>X
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Stochastic Convergence

Convergence in distribution

A sequence Xi, X, - -+ of real-valued random variables is said to converge in
distribution, or converge weakly to a random variable X if

lim F,(x) = F(x),

n—o0

for every number x € R at which F(-) is continuous. Here, F,(-) and F(-) are the
cumulative distribution functions of the random variables X,, and X, respectively.

Notation:
Xni>Xy XngX, Xn:>X

Remark:

X, and X do not need to be defined on the same probability space.

%
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Stochastic Convergence
Example:

Let X, = Z + %, where Z ~ N(0,1), then
° X _) Z XV\ o g« 45 (Mqu'plt r""“’l’"‘ 'vxm\'\lit-g ol e Samr ‘A\'vle
_> H1v~¢ 2 A -2 fr,,,fﬂq ave 7 MO/,-.)

° Xn Y, Y ~ N(O, 1) A s :y-o'-v{nw\ Wl'/l{'( M.)*bml'l C-JWIJ (7‘E ”{;_Jl k-a/( on

Proof:

() P (Y ¢ %)

> lP(’Zéﬂx—;ﬁ;)

[N p’(rj(‘rrfh:/ PV"]?Ll')T}I§' I)?u‘g_

_ _ 4 L,w,_ 4 ¢ Ha CDF “%Mo/l)_
- F (=) o ¢
& s ¢ (%)= P (X £7)
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Stochastic Convergence
fkk"‘fl;?} clefe nuss 0{“ Y[ oA X

2) prebabil, of on oA

Convergence in probability

A sequence X, of random variables converges i
variable X if for all € > 0,

e
lim |P(|X, — X| > €) = 0.
n—

Notation: X, LN X, X ﬂ> X.

probability towards the random

Remark:
X, and X need to be defined on the same probability space.

A
<o (D( Y=k > ‘2) ok Senfe
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Stochastic Convergence

Examples:
o Let X, = Z+ 1, where Z ~ N(0,1), then X, — Z.
A ~ Ay
Proof: (4 Ycyo P ( (%, -212e ) = PCE>e )=0 it ke
& Mz

Ths ((n;; [P(uu—%ba) = O

® Let X, = Z+ Y, where Z ~ N(0.1), E(]Y|) = 3. then X, 5z

Proof: lf\s ( [ Y- 2| >Z,,> = [P( (T\«l P Z)

b - \
s @ AR — =0 as A
[, b Ceal76) 20 fu VEd0,
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Stochastic convergence
P)"'\'\LLT I\/7 d"F pa;‘kJ'wa( Convergtee,

almest <l

Convergence almost surely

A sequence X,, of random variables converges almost surely or almost everywhere or
with probability 1 or strongly fowards X means that

P (w €Q: lim Xp(w) = X(w)) =1

c«{m‘l SLve Q.< . c.G.
Notation: Xn X. Y. X , X — X ) Yo — X wed

Remark:
X, and X need to be defined on the same probability space.

G 5. Convergace ﬁ[[owf {-_}‘: X«lw) + X(w) w:‘M«l Mm]ﬁ(r& 2ev0
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Stochastic convergence
Examples:
o Let X, = Z+ 1, where Z ~ N(0,1), then X, =2 Z.
Proof: [ s~ W}w-“'f 7 oneesseoy S G5 caweyee.

For  om W6 [\\m Y () M (2(w) 4‘*) 2(w)+0 23w

Ty, P L= zm)-_ |,
o Let X, =Z+ Yy, where Z ~ N(0,1), E(|Y,|) = % do we have X, 25 77
Proof: W gy R Yu\ﬁ9& —
A/O , yob\ Con Cw\ﬁ”f V««.,_f N oy cwnﬂl,( .
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Stochastic convergence
A s~ pﬂ\ o] To

il/\o\;l"}f 7[7 A—( (‘&7{( hefg o'f WL

Convergence in LP

A sequence {X,} of random variables converggs in L, to a random variable X, p > 1, if

nlelE|Xn—X|p:0 (= m(fi e, =0

Notation: X, X

Remark:
X, and X need to be defined on the same probability space.
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Stochastic convergence
Examples:
o Let X, = Z+ 1, where Z ~ N(0,1), then X, — Z.
\

: g L
Proof: - - — _
roo 153 ‘\(v\ }[ = 15 P M/ — 0 s )UO//

* Let X, = Z + Y, where Z ~ N(0,1), E(|Yo|?) = 1, then X, < Z.

Proof:

i [\*(H’EIF> H;[\th[ﬁ: = 9 0 as mIK
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Stochastic convergence 17 e 5 eheh & i che 2

Recall: A random variable X € LP if || X||r = (E|X|P)1/P < 00.
Xy = X in LP if limpooo [ Xo = X]Izr = 0 '

Monotonicity of LP Convergence

If g > p >0, L9 convergence implies LP convergence

Proof: L?‘C«_I)(Al’l”‘/ \\\,\4{/0@(."&
%
(ex1?)”

t\
(\WL] 1'% L{[ﬁ\

)%M o 0CPLY

N
[S—
m
2

™

By Lyepann  onefeelbdy

&

= UNIVERSITY OF
& TORONTO
July 21, 2025

18/24






Stochastic convergence

Recall: X, converges to X in probability if for any € > 0 lim,_,oc P(|X, — X| > €) = 0.

LP convergence implies Convergence in Probability

If X, = X in LP, then X,, — X in probability.

Proof: D7 /"L',,/ka\/ \‘WCW[{LZ«

P ( W2 2) =P < pex(? 2 €ﬁ>
l'*twﬂm/@ 5 /Y\,X(/V /% -

e? p
G~ Y‘L\—_) X"“L_
) s
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Stochastic convergence

Recall: X, converges to X in probability if for any € > 0 lim,_,oc P(|X, — X| > €) = 0.

a.s. Convergence implies Convergence in Probability

If X, — X almost surely, then X, — X in probability.

Proof:
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Stochastic convergence

Recall: X, converges to X in distribution if for any continuity point x of P(X < x),
limp—o00 P(Xn < x) = P(X < x) holds.

Convergence in Probability implies Convergence in Distribution

If X, — X in probability, then X, — X in distribution.

Proof: Omitted
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Stochastic convergence

Relationship between convergences (on complete probability space):

Stro U

p d <abs
= — == weebs?

Figure: relationship between convergences
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Stochastic convergence

Highlights:
® Almost sure convergence implies convergence in probability:
X, 25X = X, DX

e Convergence in probability implies convergence in distribution:

x, Hx = x, %4 x

e |f X, converges in distribution to a constant ¢, then X,, converges in probability to
c:

d P . .
X, —c = X, — c, provided cis a constant.
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Problem Set

Problem 1: Prove that on a complete probability space, if X, L, X, then X, P x.
(Hint: use Markov's inequality)

Problem 2: Let Xj,---, X, be i.i.d. random variables with Bernoulli(p) distribution,
and X ~ Bernoulli(p) is defined on the same probability space, independent with X;'s.
Does X,, converge in probability to X7

Problem 3: Give an example where X, converges in distribution to X, but not in
probability.

&
= UNIVERSITY OF
& TORONTO
July 21, 2025 24 /24



